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Figure 1: Common Ghosted View versus Adaptive Ghosted View. (a) Clarity of an x-ray visualization may suffer from an unfortunate low contrast between occluder and occludee in areas that are important for scene comprehension. (b) Blue color coding of the important areas lacking contrast. (c) Closeup on areas that are lacking contrast. (d) Our adaptive x-ray visualization technique ensures sufficient contrast, while leaving the original color design untouched.

ABSTRACT

In Augmented Reality (AR), ghosted views allow a viewer to explore hidden structure within the real-world environment. A body of previous work has explored which features are suitable to support the structural interplay between occluding and occluded elements. However, the dynamics of AR environments pose serious challenges to the presentation of ghosted views. While a model of the real world may help determine distinctive structural features, changes in appearance or illumination detract the composition of occluding and occluded structure. In this paper, we present an approach that considers the information value of the scene before and after generating the ghosted view. Hereby, a contrast adjustment of preserved occluding features is calculated, which adaptively varies their visual saliency within the ghosted view visualization. This allows us to not only preserve important features, but to also support their prominence after revealing occluded structure, thus achieving a positive effect on the perception of ghosted views.

Index Terms: H.5.1 [Information Interfaces and Presentation]; Multimedia Information Systems—Artificial, Augmented, and Virtual Realities;

1 INTRODUCTION

Augmented Reality (AR) displays are able to uncover hidden objects, yielding the impression of seeing through things. Such x-ray visualization is a powerful tool in exploring hidden structures within their real world context. AR achieves this effect by overlaying otherwise hidden structure on top of the real world imagery. However, without considering the information which is about to be removed, the augmentation may lead to a number of perceptual problems [17].

Although the desired effect of seeing through things does not come natural to people, artistic and scientific illustrators have created many perceptually effective methods [12]. These methods often rely on artistic abstractions and have been studied in computer graphics under the term non-photorealistic rendering (NPR) [10]. One such technique, so-called ghosted views, selectively applies transparency to the occluding structure (occluder) to unveil the occluded object (occludee) [8, 7, 20, 18]. Thus, a ghosted view requires simultaneous uncovering of occludee and the preservation of important features of the occluder.

Ghosted views find their origin in illustrations, where the artist carefully chooses viewing angle, fidelity and the representation of distinctive features [12]. Most of these characteristics dynamically change with motion in the real world. Thus, a separation cannot be guaranteed without additional measures because the occluder in AR has arbitrary material and color. This makes it difficult to enforce the desired appearance, i.e., make the occludee and the important structures of the occluder simultaneously stand out to a sufficient degree. Conversely, both artistic illustrations and interactive VR applications have full control over the scene, whereby materials and colors for the three components—occluder, occludee, background—can be chosen so that sufficient contrast is achieved between any two of them. Previous work of Avery et al. [2] and Kalkofen et al. [17] apply a virtual line overlay to enforce visibility. However, this line overlay being predefined and added to the real world imagery all the time, makes the resulting ghosted view rather obtrusive. To retain as much of the real world as possible, we aim to make only minimal use of artificial fill-in colors. Hence, we require an adaptive choice of suitable colors, selected following an analysis of the current view.

To address the issue we propose a rendering technique that produces adaptive ghosted views. The technique analyzes the contrast of a ghosted view to identify fragments in the occluding structure that lack contrast to sufficiently stand out against the occludee. Hereby, an enhancement must be computed to achieve sufficient contrast. For example, the ghosted view in (Figure 1(c)) suffers from a lack of contrast between occluder and occludee. Our approach identifies adversely blended elements, before it increases...
their contrast so that both occluder and occludee sufficiently stand out from each other (Figure 1(d)).

We validate our solution with a study comparing our technique to ordinary alpha blending and unmodified ghosted view. Our study revealed that low contrast between occluder and occludee makes them indistinguishable to such extent that ghosting is no more effective than simple alpha blending. We found that our technique enhances perception of important features that define the occluder and improves spatial understanding. We describe details of our real-time capable implementation on the GPU, and give selected examples of the application of our approach.

2 RELATED WORK

X-Ray visualizations provide a view on occluded objects by making the occluder partly or completely transparent. However, when using a simple uniform transparency modulation to reveal occluded objects, important visual cues of the occluder often get lost. Since such visual cues contribute to the interpretation of depth [21] and to the interpretation of shape, it is important to retain them in the visualization. Thus, in contrast to simple transparency modulation, ghosted view techniques vary transparency values non-uniformly over the occluding object based on a measurement of importance.

Out of the many cues for depth perception [21], our technique strives to preserve correct perception of occlusion and shape. We focus on monoscopic, pictorial cues, as they can be represented with any display device, and closely investigate their preservation to prevent the loss of legibility, frequently present due to the dynamics of AR.

The approach presented in this paper maintains the legibility of ghosted views in AR environments. In this section, we review the state of the art in ghosted view rendering and the state of the art of legibility maintenance in AR.

2.1 Ghosted views

Ghosted views have been successfully deployed in various application areas of computer graphics. For example, early work on illustrative rendering in 3D computer graphics showed ghosted views [8] that used a description of the visualization’s intention as importance measurement [26]. Burns et al. [5] shows how view aligned wedge cuts can be overlaid with an edge-based ghosted view.

Illustrative ghosted views have also been applied to volume rendering. Bruckner et al. [4] and Krueger et al. [20] presented two approaches to generate ghosted views from volumetric data. While Krueger et al. analyzed curvature to modulate transparency values, Bruckner et al. use information about the shading of the object.

In AR, ghosted views have been generated based on an image analysis of the system’s video feed [17, 29, 25] and based on a feature analysis of a given 3D CAD model, which is registered to its real world counterpart. For example, Bichlmeier et al. [3] applied the approach from Krueger et al. to 3D volumetric data registered within the AR environment. Kalkofen et al. [17] present edge based ghosted views derived from an edge filtering of either the video image or an offscreen rendering of a registered 3D model.

Image based ghosted views have largely relied on an analysis of visual saliency. The saliency map [16] determines how different a location is from its surround, hence how much visual attention it attracts [1]. Zollmann et al. [29] and Sandor et al. [25] both interpret visually salient features as important for scene understanding and retained them in the ghosted view.

A point common to all these approaches is that they try to address the question of which features of the occluder should be retained in the final visualization. However, our approach focuses on how these features will be retained in the final composition of occluder and occludee. The input to our approach is a state of the art ghosted view which can be generated from both a model and an image analysis.

2.2 Legibility of Augmented Reality visualizations

The identification of important image structure is one part of the problem for the ghosted view visualization. The next important point is to ensure that such information (since it is selected, sparse and important information) is legible in all means. Legibility refers to a characteristic of any visual representation, either graphical or textual, that it must have discernible features to clearly convey its meaning [13]. Legibility is limited by issues that affect perception, such as foreground-background interference and visual clutter. Foreground-background interference occurs when overlaying an image (foreground) onto another (background) with similar color properties. In AR, the color properties of the real world (e.g., captured video) constantly change, complicating legibility. Furthermore, with increasing number of objects, information density increases and objects overlap to such an extent that identifying them might become impossible [27, 19, 23].

Labeling in AR is a typical application where research has focused on dynamically adapting the visualization so that the user is not disturbed by the final rendering and the actual content is well visible. For instance, Gabbard et al. [9] applied a contrast enhancement between video and text labels to increase their legibility. Rosten et al. [24] extracted corner features to avoid placing labels on important parts of the video image. Recently Grasset et al. applied saliency analysis for adaptive label placement [11].

In this paper, we propose a parametric approach that is based on prominent visual features that represent structure (e.g., visual saliency) and that adapts to maintain the visual distance between occluder and occludee.

3 METHOD

The goal of our method is to ensure that the image information required to understand the ghosted view is clearly visible. To achieve this, using state of the art techniques we obtain a map identifying important structure – Importance Map (IM) – and a ghosted view \( G_0(x, y) \). We then analyze the resulting ghosted view, comparing it with IM. If this analysis determines that fragments important for scene understanding (i.e., those in IM) have become indistinguishable after blending, we increase the contrast of these fragments in order to improve their visibility, yielding an adaptive ghosted view \( G_A(x, y) \).

Our method to generate \( G_A \) is shown in Figure 2. It involves three stages:

1. In the first stage, we generate a ghosted view using state of the art rendering techniques. Therefore, we first compute an importance map \( IM(x, y) \). The \( IM(x, y) \) guides the computation of transparency values used to blend the occluder \( O(x, y) \) and the occludee \( D(x, y) \), yielding the initial ghosted view \( G_0 \) (Section 3.1).

2. In the second stage, we analyze the initial ghosted view to find fragments which were identified as important before blending but became indistinguishable thereafter, i.e., are not salient enough in the initial ghosted view (Section 3.2).

3. In the third stage, we visually emphasize the fragments identified in the second stage (Section 3.3).

3.1 Transparency computation

To turn occluding structures transparent, the algorithm must identify pixels in the video feed which belong to occluding structures. Using a uniform transparency does not lead to a suitable depth perception and introduces clutter that makes it difficult to see the occludee [6]. Therefore, ghosted views generally compute individual transparency values for every pixel of the occluder, revealing the occludee only at fragments that are not important for perceiving the shape of the occluder. To capture the importance of individual
fragments, a so-called importance map $IM$ is computed first, from which the the transparency values can be derived. Different strategies for computing $IM$ exist.

**Model-based importance map** The $IM$ is generated using a 3D model of the occluder to determine importance values according to the principal curvature. The rationale of this approach is that strongly curved portions of the occluder define its shape and should be more opaque, while flat areas can be made more transparent [14, 15]. By choosing different settings for scale and bias when converting curvature into importance, the occluder can be made more opaque (dense occluder) or transparent (sparse occluder). A model-based technique can only be used if a registered 3D CAD model of the occluder exists.

**Image-based importance map** Since AR often lacks a complete 3D CAD model, image-based approaches have been proposed, which produce the $IM$ from an analysis of the video image only. To generate image-based ghosted views, image information that is likely to be important for scene understanding is extracted from the video image and preserved in the final ghosted composition. Various methods use edges alone or combined with saliency maps to determine important image regions [18, 29, 25].

For our technique, we use a curvature analysis $C(x, y)$ if there is a registered 3D CAD model available. In case there is none, we run a saliency analysis $S(x, y)$ on the video frame to generate the $IM$:

$$IM = \begin{cases} C, & \text{if model-based} \\ S, & \text{if image-based} \end{cases}$$

(1)

We map the importance values to alpha values depending on a user defined transparency value $t$ which defines how sparse or dense the occluder will render ($\alpha = t \cdot IM$). Finally, we use the alpha values to generate the initial ghosted view $G_0(x, y)$:

$$G_0 = O \cdot \alpha(x, y) + D(1 - \alpha(x, y))$$

(2)

### 3.2 Analysis

The problem with both image and object-based ghosted views is that the method has no control over the properties of the final composition. In particular, the method does not guarantee that highly important structures remain visible (salient) after blending or that a viewer can discriminate occluder from occludee. For instance, Figure 1(a) and (c) show a ghosted view in which fragments which are important for scene understanding are less salient. This is due to a lack of contrast between the occluder and the occludee. To overcome such deficiencies we compare the saliency map of the initial ghosted view with the saliency map of the incoming video, with the goal to determine a contrast map $C$ which represents at each pixel the amount of missing contrast. We define the amount of missing contrast as the difference between the contrast of the initial ghosted view $C_{initial}$ and the desired amount of contrast $C_{desired}$:

$$C = \max(0, C_{desired} - C_{initial})$$

(3)

By using the saliency map of the initial ghosted view $S(G_0)$ for $C_{initial}$ and the importance map of the occluder $IM$ for $C_{desired}$, equation 3 yields to the amount of missing contrast required to maintain the initial conspicuity of important occluding elements. This can be seen in Figure 3. The saliency of the incoming video stream is interpreted as $IM$ and used to compute the alpha map applied to generate the initial ghosted view $S(G_0)$ (shown in the lower left image). Afterwards, we compute the saliency map of the ghosted view $S(G_0)$ which we compare to the saliency map of of the incoming video ($IM$). The difference between both saliency maps is visualized in the red color channel in the image to the right in the lower row.

Note that $C$ encodes a per-fragment value of missing contrast. But conspicuity depends on the values of surrounding fragments. Hence, while this approach is able to maintain the conspicuity it does not consider the contrast at the border between occluder and occludee, mainly because it has no information about object boundaries. Notice how in Figure 4 no lack of contrast is identified at the
Figure 3: Difference contrast map. The video feed (a) is used to detect important features (b) which are turned into alpha values (c) and blend with hidden virtual structure yielding to the ghosted view (d). To compute missing contrast, we compute a saliency map from the initial ghosted view (e) which we then compare to the saliency map of the video feed. The resulting differences are presented in the red channel in (f) silhouette of the hidden red wheel, which defines the border to its occluding surroundings.

Therefore, the simple difference operation between importance values from pre- and post-blended imagery does not allow to control saliency values from the initial view, i.e. to increase contrast. The desired contrast depends on the scene (e.g., clutter) or on the user’s perception, it is often not sufficient to maintain the amount of initial contrast only. Therefore, we provide an optional increase of the desired contrast map to support the perception of ghosted views also in scenarios with less salient features. To incorporate the silhouette of hidden structure we allow adding a user controlled value $c_{\text{silhouette}}$ to $C_{\text{desired}}$ for silhouette pixels where blending occurs, i.e. where $0 < \alpha < 1$.

To further provide setting a minimal amount of desired contrast and scaling the desired contrast we allow setting a user controlled multiplier $\gamma$ and a value $c_{\text{minimal}}$ in $C_{\text{desired}}$ at all other pixels where blending occurs, i.e. where $0 < \alpha < 1$. Those fragments cover the critical area between occluder and occludee, thus it is essential that they be distinguishable in the final ghosted view. Using $c_{\text{minimal}}$ in $C_{\text{desired}}$ allows to define a minimal amount of contrast all over the occludee, however, this approach ignores differences in contrast between important features above this threshold. Therefore, we further allow to incorporate the initial importance map in $C_{\text{desired}}$ by using $\max(c_{\text{minimal}}, IM)$ at pixels where $0 < \alpha < 1$.

Notice again that the necessary amount of contrast to perceive all important information depends on a number of conditions, such as the amount of clutter, the AR display, the environment where the application is used (indoor or outdoor) or the perception of the user. Therefore, a number of methods may exist for setting reasonable values for $C_{\text{desired}}$.

Figure 4: Color coded contrast map rendered on top of the initial ghosted view. By using a difference map only, we are not able to detect missing contrast at the silhouette of hidden structure.

3.3 Emphasis

If $C$ is greater than zero, the color of occluder and occludee are too similar for a viewer to perceive the difference. As a consequence, we want to increase the conspicuity for these fragments (i.e., increase the contrast between occluder and occludee). To that end, we modulate the color of the occluder in CIE $L^\prime a^\prime b^\prime$ space. We chose CIE $L^\prime a^\prime b^\prime$ because it closely reflects visual perception. The goal of the modulation is to make important fragments in the adapted ghosted view sufficiently conspicuous. Therefore, based on the con-
trast map C, we determine which fragments should be modulated and how much. Because the conspicuity of a fragment depends on the contrast to its surroundings, we run a Gaussian kernel \( GK \) on \( C \) to distribute this information to neighboring fragments. Notice that this operation additionally removes any hard edges in \( C \).

Similarly, we also have to consider the surrounding of occluded elements. Therefore, we also apply Gaussian smoothing to the occludee before we transform into CIE \( L^*a^*b^* \) color space, resulting in \( DL_{LAB}^{GK} \):

\[
DL_{LAB}^{GK} = LAB(GK(D)),
\]

where \( LAB \) defines the transformation to CIE \( L^*a^*b^* \) color space.

To obtain sufficient modulation, we first determine which point \( O_{max}^{LAB} \) in the CIE \( L^*a^*b^* \) space will achieve the highest contrast to \( DL_{LAB}^{GK} \):

\[
O_{max}^{LAB} = k_0^{LAB} + sgn(k_0^{LAB} - DL_{LAB}^{GK}) \cdot k_1^{LAB}/2,
\]

where \( k_0^{LAB} \) is the center of the color space (usually \( L^* = 50, a^* = 0, b^* = 0 \)), \( k_1^{LAB} \) is the extent of the color space and \( sgn \) is the sign operator.

Using the initial color of the occluder, we can determine the direction \( dir \) of the delta vector which will result in the highest contrast:

\[
dir = \text{norm}\left( O_{max}^{LAB} - O^{LAB} \right),
\]

where \( \text{norm} \) normalizes the vector.

Then, we move the initial color \( O^{LAB} \) of the occluder towards this maximum contrast value \( O_{max}^{LAB} \) by using the previously derived direction of the delta vector \( dir \):

\[
O^{LAB}_A = O^{LAB} + GK(C) \cdot dir,
\]

The adaptive ghosted view \( G_A \) is then calculated as:

\[
G_A = LAB^{-1}(O^{LAB}_A)\alpha + D(1 - \alpha).
\]

### 3.4 Limitations

This method computes emphasis for a region, without knowledge of object coverage (i.e., what fragments belong to an object or another). It produces compelling results in scenes with rather uniform color distributions (Figure 1), but has certain caveats when applied in scenes with more arbitrary colors. The problem is that emphasis is still computed per fragment, fragments of a single object may move in different directions and/or by different amounts (see Figure 5(a)). The method needs to guarantee coherent changes across the fragments of an object. The \( GK \) operations applied above ensure that changes are smooth. Still, after a pilot study we identified additional constraints:

**Direction of Delta Vector - Lightness Only** Modulating only the \( L^* \) component delivers more perceptually pleasing results than changing the tone of the occluder. As an example, consider a light blue occluder, with a light green occludee underneath. The color furthest from light green is dark red. Choosing this extreme color to increase the contrast between occluder and occludee strongly alters the impression of the occluder. By changing only the \( L^* \) component, light green changes to a dark green, yielding an increase in contrast, and maintaining the tone of the occluder’s color.

**Direction of Delta Vector - Unified Sign** Simultaneously increasing and decreasing lightness values for a single object alters its shading in different directions, leading to adverse changes in its perception. For example, Figure 5(a) shows an image where contrast has been increased between occluder and occludee, resulting in a misleading perception of shape of the head of the dog. To avoid this effect, we unify the direction over an area of lightness modifications. As can be seen in Figure 5(b), this better preserves the original shading of the head.

![Figure 5: Consistent Lightness Modulation (a) Simultaneously increasing and decreasing pixel in front of the same object may influence its perception. Notice the artifacts in the shading of the head of the dog in the left image. (b) We avoid altering shading information by consistently modulating lightness values of the occluder.](image-url)
Figure 6: Experimental scenes from the first study. We compare alpha blending (left) and common ghosted views (middle) with emphasized ghosted views (right) in scenes with conflicting visual characteristics. Notice the emphasized structure covering the virtual objects marked with red arrows in the lower row and the emphasized structure within the enlarged inset in the upper row.

pyramid level \( i \). Compared to the approach by Itti et al., Veas et al. dropped the absolute value operator in the inner sum to allow for their subsequent saliency modulation.

The filter pyramid computation of level \( k \) can be defined in a recursive manner as the down-sampled convolution of the next lower level with the pyramid filter \( f_p \):

\[
 k_i(x,y) = \sum_{n_x,n_y=-\infty}^\infty k_{i-1}(n_x,n_y) \cdot f_p(2x-n_x,2y-n_y).
\]  

(10)

A fast saliency analysis is achieved through the built-in mip-mapping support of current GPUs. Hereby, \( f_p \) becomes a box filter, which may lead to block artifacts in the final saliency map. By using texture hardware, the saliency computation requires only a few very fast accesses to the mip-map textures, while the generation of the mip-maps takes comparably long. Note that if a high quality image pyramid is required, the box filter can be replaced by a Gaussian filter.

We derive a single filter for \( c_k(x,y) \) by combining equation 9 with 10 and evaluating the sums. If \( f_p \) is a box filter, the convolution of multiple box filters again yields a box filter with wider support. The sum of the differently sized box filters yields a stair step function. If a Gaussian pyramid is used, we end up with a sum of convolutions of the Gaussian pyramid filter. While a convolution of two Gaussians yields a Gaussian, there is no simple function to describe the sum of different Gaussians. Nevertheless, we can approximate this filter by the sum of two Gaussians, where one represents all terms with positive sign in equation 9 and the other all terms with negative sign. The two Gaussian filters are separable and thus can be computed in two iterations of the image. If the filters are pruned to a size of approximately 40 samples, the saliency computation is even faster than the mip-mapping version.

\section{Validation}

Our intention is to overcome difficulties in depth perception arising from conflicting visual characteristics of the AR ghosted view, by preserving and even enhancing depth perception cues. We also strive to achieve at least the performance of a state-of-the-art approach in every other situation (i.e., when there are no visual conflicts). To validate our approach, we designed two experiments where we compared it to the mainstream (alpha blending) technique and the state-of-the-art image-based ghosted views in AR. Hence, each experiment counted three conditions: adaptive ghosting (\( G_A \)), IM blending (\( G_0 \)), and alpha blending (\( \alpha(x) \)). Our intention was to compare the techniques at the perceptual level on the basis of the spatial understanding elicited by each of them. The experiments differed in the data and participants while the execution and procedure was the same.

\subsection{5.1 Experiment 1: Enhancing Conflicting Regions}

In this experiment we compared performance with \( G_A \), \( G_0 \) and \( \alpha(x) \) in scenes presenting conflicting visual characteristics. We defined regions of conflicting visual characteristics where colors of occluder and occludee clash and become indistinguishable from one another.

We hypothesized that participants could determine the spatial organization of the scene from importance guided visualizations (\( G_0 \) and \( G_A \)), with higher performance (less errors) when applying emphasis (\( G_A \)).

\( H1 \) - Adaptive ghosting leads to significantly less errors in spatial understanding for conflicting regions.

\( H2 \) - Adaptive ghosting improves the representation of important features.

\subsection{5.1.1 Data}

Our technique aims at preserving the occlusion cue, so we chose still images as a basis for comparison, as this prevents depth perception from motion cues and helps control factors resulting from unstable tracking during the experiment. Three thematic scenes were chosen for the experiment, observing a main physical object with virtual objects inside and a context made of physical objects
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and ambient photography. Scene topics were selected to keep participants engaged in the task, while representing examples of real-world applications for ghosted views (Figure 6). We chose not to represent floor and back planes in hidden objects to restrict depth perception to occlusion and relative size cues (i.e., reducing the influence of perspective cues, vanishing points, etc.). We created the scenes by registering the (virtual) camera with our in-house natural-feature tracking library to a scene with physical objects. The scene and registration were recorded to generate the composition for each condition. The colors of occluded objects were chosen to introduce regions with background/foreground interference. Thus the colors of virtual objects clearly represent important features (windows, frames, buttons, labels) in the occluder). A post-hoc analysis with Bonferroni adjustment \( \alpha = 0.017 \) showed no statistical differences between \( \alpha \) and \( G_0 \) trials \( (Z = -2.294, p = 0.022) \) or between \( G_0 \) and \( G_A \) trials \( (Z = -0.33, p = 0.795) \), despite a perceived improvement in the \( G_A \) vs. \( \alpha \) trials. However, there was a statistically significant improvement in the \( G_A \) vs. \( \alpha \) \( (Z = -2.60, p < 0.009) \). Hence, we partially retain H2.

5.2 Experiment 2: Emphasized Ghosting

Having achieved a significant improvement for conflicting regions, we evaluated our emphasis technique in scenes without color interference (Figure 7). Again, we compared performance with \( G_A \), \( G_0 \) and \( \alpha \) based on perception of spatial configuration. We expected \( G_0 \) to lead to higher performance than \( \alpha \) in this case. Further, we hypothesized that our technique (\( G_A \)) would perform at least as well as \( G_0 \).

H3 - Adaptive ghosting does not introduce errors in spatial understanding for non-conflicting regions.

The procedure for this experiment was exactly the same as for Experiment 1.

5.2.1 Data

For this experiment we used the same scenes as in the previous experiment but modified the virtual objects to remove background/foreground interference. Thus the colors of virtual objects were chosen to be clearly distinguishable from those of the foreground object.

5.2.2 Participants

We recruited 16 participants to take part in this experiment (16 male, 1 female). As previously, the study followed a repeated measures design, randomizing scene and technique for each participant.

5.2.3 Results

We found a significant effect of technique on performance rates \( (F(1,14) = 7.742, p < 0.005) \). LSD comparisons showed that \( G_0 \) \( (M = 0.829) \) lead to significantly higher performance than \( \alpha \) \( (M = 0.7252) \) also lead to significantly higher performance than alpha \( (M = 0.530, p < 0.02, \text{Bonferroni } \alpha = 0.017) \).

Figure 7: Experimental scene from the second study. We compare alpha blending (left) and common ghosted views (middle) with emphasized ghosted views (right) in a scene with little conflicting areas.
Figure 8: Comparison between state of the art Ghosted View and Adaptive Ghosted View in two different transparency settings. (a) Ghosted View generated from a low transparency value. (b) Adaptive Ghosted View using the same low transparency value as in (a). Since the contrast of important features occluding features is almost not affected after blending the ghosted occluder and the occludee almost no difference between state of the art and adaptive ghosted view is noticeable. (c) Ghosted View generated from a high transparency value. Notice how occluding arteries and veins become difficult to distinguish from the inner structure of the heart. (d) Adaptive ghosted view using the same high transparency value as in (c). Due to the emphasis the adaptive ghosted view better preserves the visibility of important occluding structure such as the arteries and veins.

0.482, \( p < 0.01 \), Bonferroni \( \alpha = 0.017 \). There was no significant difference between \( G_A \) and \( G_0 \). Hence, we retain H3.

Our subjective evaluations showed that participants were significantly more confident to “estimate the location of hidden objects” with both ghosting versions as compared to alpha blending (\( M(G_A) = 2.14, M(G_0) = 2.21, M(\alpha) = 3.93, F = (1, 14) = 6.597, p < 0.001 \)). This supports the results obtained for performance.

5.3 Discussion

The results of our experiments support the hypotheses that our technique does not introduce errors in spatial assessment for scenes with no color interference. More interestingly, they support the assumption that in cases where there is interference between foreground and background colors, the state-of-the-art technique (ghosting) degrades. In experiment one, People performed with ghosting as badly as with alpha blending. Conversely, our emphasis technique enhances features of the occluder in these cases, enabling participants to perform significantly better than in the other two conditions.

In the second experiment, subjective assessment indicated that participants feel significantly more confident to estimate spatial relationships and location of hidden objects with ghosting techniques. The first experiment indicated that the emphasis clearly retains important structure of the occluder and is thus preferred.

6 Examples

With increasing transparency, state of the art ghosted views often fail to provide enough contrast between occluding and occluded structures. This is demonstrated in Figure 8. It shows a ghosted views of the anatomy of the heart in two different transparency settings (its setup is illustrated in Figure 9). Figure 8(a) and Figure 8(b) allow to compare state of the art with adaptive ghosted view using a low transparency value. Since in this example important elements, such as the occluding arteries and veins have not been directly blend with inner structure the adaptive ghosted view does not alter the rendering. Therefore, both visualizations are very similar.

Figure 8(c) and Figure 8(d) demonstrate both techniques using a high transparency value. The value causes the ghosted view to blend hidden structure with highly important occluding elements only. In contrast, the adaptive ghosted view in Figure 8(d) is able to provide more contrast between very important occluding elements and the inner anatomy of the heart.

7 Conclusion and future work

Ghosted view visualizations are known to enhance the understanding of the relationships of elements for x-ray vision. This paper described a scheme that can be parameterized to obtain compelling ghosted views. It demonstrates the need to account for interference between occluder and occludee, and overcomes the problem by defining a minimum distance required between the two (\( t_c \)).

Our scheme further defines a contrast map representing regions that require enhancement. We also show how to apply the enhancement in a way such that visual coherence is maintained. Our initial study shows that our technique significantly improves perception
of important features of the occluder, while still showing enough of the occludee. We believe that these findings highlight the viability of the proposed solution and deem it a contribution worthy of any x-ray visualization toolkit. In the future we will extend our approach to multiple level of occluding elements.
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